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Abstract. In this paper, we raise a methodological issue concerning the empirical
analysis of tutoring dialogues: The frequencies of tutoring moves do not neces-
sarily reveal their causal efficacy. We propose to develop coding schemes that are
better informed by theories of learning; stop equating higher frequencies of tutor-
ing moves with effectiveness; and replace ANOVAs and chi-squares with multiple
regression. As motivation for our proposal, we will present an initial analysis of
tutoring dialogues, in the domain of introductory Computer Science.
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1. Introduction

In this paper, we raise a methodological issue concerning the empirical analysis of tutor-
ing dialogues, in general and in the service of building dialogue interfaces to Intelligent
Tutoring Systems (ITSs). Like many others [2,7,8,10,13,19], we have been engaged in
the collection and analysis of one-on-one tutoring dialogues [4,5]. The goal is to glean
insight into why tutoring is effective, and to build computational models of effective tu-
toring strategies, which in turn are an essential component of dialogue interfaces to ITSs.
However, even with so much effort, the community does not yet agree on a repertoire of
effective tutoring strategies. We believe this is because everybody, including ourselves,
has been equating effectiveness with frequency: namely, what tutors, in particular ex-
pert tutors, do most often is what is deemed to be effective. However, frequency per se
does not prove effectiveness, as we will explicate below. In addition, coding categories
for tutoring dialogues have often been developed bottom-up, certainly informed by lin-
guistics theories of speech acts, but not directly informed by theories of learning. In this
paper, we present our argument, and we follow up with two proposals: develop coding
schemes that are better informed by theories of learning, and replace what we call the
code-and-count methodology with an analysis based on multiple regression. As moti-
vation for our proposal, we will present an initial analysis of tutoring dialogues, in the
domain of introductory data structure and algorithms in Computer Science.

1This work is funded by awards N000140010640 and N000140710040 from the Office of Naval Research,
and in part by awards IIS–0133123 and IIS–0513553 from the National Science Foundation.

2Corresponding Author: Computer Science (M/C 152), 851 S. Morgan St., Chicago, IL 60607, USA.



2. The analysis of tutoring dialogues: A critique

2.1. Coding Categories

Tutor-tutee interactions are so rich and complex that researchers have not yet converged
on a shared set of tutoring moves, i.e., the basic units of analysis. For example, Per-
son [16] lists 23 categories of tutoring behaviors, including hint, prompt, pump, bridge,
summarize, ask clarification questions, ask comprehension-gauging questions, provide
counterexamples, give direct instruction, force a choice, provide a preview, provide ex-
amples, complain, revoice. Although long, this list is not inclusive. For example, Van-
Lehn et al. [19] coded tutoring transcripts for the occurrence of impasses, explanations
and hints about subgoals; the first and third of these are not identical to any category in
Person’s list. The coding categories from [7] overlap with those mentioned so far, e.g.
hints, and so do our own, e.g., prompting, [5], but do not coincide. The point is that tutor-
ing research has not converged on a widely agreed-upon theory of how the behavior of
tutors should be segmented and characterized, a necessary preliminary step to investigat-
ing which parts of tutoring produce the high learning gains. The various lists of tutoring
moves have sometimes been created in a bottom-up fashion, in response to the contents
of the transcripts collected by a research team. Another influence is to be found in lin-
guistic theory, especially theories of dialogue acts, and yet another in prior pedagogical
concepts about how tutoring might work (e.g., Socratic questioning). To date, attempts
to answer the question of why tutoring is effective have been less responsive to what we
know about how people learn. Yet, instruction can only work by supporting learning, so
considering how people learn is a natural starting point [14]; a core coding scheme of
this sort can be later enriched with other categories, i.e. those suggested by theories of
dialogue acts, if necessary.

2.2. The code-and-count methodology

The question of how tutoring strategies and moves should be conceptualized interacts
with the standard methodology used in empirical tutoring studies. The latter often pro-
ceed by classifying tutoring behaviors and then assessing which of those behaviors are
the most important in achieving the superior learning outcomes associated with tutor-
ing by counting the frequency of each behavior in a corpus of transcripts. This code-
and-count methodology can only be as informative as the coding categories; if the latter
do not categorize tutoring moves in a way that corresponds to the actual workings of
tutoring, then the frequencies of those categories will be uninformative.

Even if a code-and-count study began with a principled set of categories, there are
other methodological problems that blunt the impact of such studies. It rests on the as-
sumption that the tutoring behaviors that account for the superior learning gains obtained
with tutoring would turn out to be those behaviors in which the tutors engage frequently.
Hence, code-and-count would generate the right tutoring theory by revealing the highest-
frequency tutoring moves. In retrospect, this assumption (made by everybody in the com-
munity, including ourselves) appears to us to be flawed. There is no guarantee that the
moves that account for most of the variance in learning outcomes are necessarily the
moves that occur most frequently. After all, the tutors themselves, even expert tutors, do
not have a theory of tutoring (or else we could accomplish our objective by asking them)



– even if some of them, for example CIRCSIM experienced physiology tutors, constantly
reflect on and evaluate their own tutoring [12]. Furthermore, human interactions are very
complicated and shaped by multiple factors, including the standard interaction patterns
of the surrounding culture and the degree and nature of the rapport between a particular
tutor and a particular tutee. Hence, the maximally effective tutoring moves – the ones
most worthwhile to mimic in an artificial tutoring system – might be few and embedded
within a lengthy interaction that is rich, varied and complicated for a variety of reasons
that bear little causal relation to the learning outcome. Compare the situation to nego-
tiation dialogues: If two negotiators after a lengthy discussion reach a particular agree-
ment, which utterances in their transcript were causally related to the outcome? Clearly,
it is not necessarily the type of utterance that was most frequent. A more sophisticated
approach is to code-and-count tutoring dialogues produced by expert tutors, specifically.
It is reasonable to assume that expert tutors will do more of whatever it is that works in
tutoring, so the most frequent types of tutoring moves by expert tutors should have a high
probability of cutting close to the tutorial bone. However, even a study of expert tutors
can only be as revealing as the set of categories is insightful, and there is no guarantee
that the highest frequency moves are those with the strongest impact on learning.

In addition, studies of expert tutors have weaknesses of their own. As Person re-
cently documented [16], only a few expert tutors have been studied [3,7,11], in part be-
cause the total set of studies of expert tutors is small and in part due to the fact that the
very same expert tutors have appeared in more than one study. In addition, tutors are
often identified as ’expert’ on the basis of indirect indicators such as how long they have
been tutoring, how much they are paid, etc. With respect to the goal of identifying the
dimensions of tutoring that are causally related to high learning gains, the operative con-
cept is not expert but effective tutors, and the measure of effectiveness is some measure
of learning outcomes, not any property of the tutors themselves. If some of the expert
tutors that have been studied do not in fact achieve high learning gains, their presence in
the data base constitutes noise. In the beginning of our research on expert vs. non expert
tutors [5,6] we thought to overcome such weaknesses by (a) verifying that our expert
tutors did indeed produce higher learning gains by using pre- and posttests, and (b) by
looking at differences between more and less effective tutors. In other words, we thought
that the differential frequencies that would turn up in the code-and-count would indicate
whatever it is that effective tutors do more often than ineffective tutors, and those types
of behaviors would be good candidates for the tutoring moves that produce the better
learning outcomes. This same approach was taken by the CIRCSIM-Tutor group [7,9].
Although we believe that these two methodological improvements – measure learning
gains and look at differential rather than absolute frequencies – are important, we now
recognize that they do not completely overcome the weaknesses that we have identified
above: the creation of a coding system that does not take into account theories of learn-
ing and the assumption that the effective tutoring moves are necessarily more frequent
than those with less causal impact on learning. In addition, as we will discuss below, a
tutor who has been deemed expert according to some a priori criteria may not be more
effective than a tutor who has not been deemed as expert.



3. Proposed Solution

3.1. Coding Categories

The system for categorizing tutoring behavior should be informed by what we know
about learning (as well as by the manifest content of the relevant tutoring transcripts).
Although no theory of skill acquisition is widely accepted, most researchers would agree
that people learn in at least the following four ways:

1. People can learn by capturing and encoding successful steps during problem
space search.

2. People can learn by detecting and correcting their errors.
3. People can learn by encoding declarative facts about the domain or about the

types of problems or tasks they are practicing, delivered via discourse.
4. People can learn by compiling declarative representations of the tactics and

strategies they are trying to learn into executable cognitive strategies.

The claim is not that this is the complete theory for how people learn, only that people
learn in at least these four ways. Each of these types of learning suggests a particular
way in which instruction can support learning:

1. A tutor can provide positive feedback to confirm that a correct but tentative stu-
dent step is in fact correct.

2. A tutor can provide negative feedback that helps a student detect and correct an
error.

3. A tutor can state the declarative information about the domain.
4. A tutor can tell the student how to perform the task.

For each of these types of tutorial inputs, we can explain why and how they might support
learning in terms of current cognitive theories of skill acquisition [1,15,17,18]; and they
have all been documented as occurring in tutoring dialogues. It seems reasonable, then, to
code tutoring transcripts for the occurrence of (at least) these four categories of tutoring
behavior. Note that the empirical methodology that we propose below will signal to us
whether these categories are sufficient or we need to add other categories.

3.2. Multiple regression

We propose to move away from absolute frequencies to a different criterion for how to
decide whether a category of tutoring behavior is causally related to learning: Multiple
regression of learning outcomes per tutoring session onto the frequencies of the different
tutoring moves. First, we intend to shift the unit of analysis from tutor to tutoring ses-
sion. Past research implicitly assumed that tutoring expertise is general across recipients;
that is, if a tutor is effective with student X, he/she tends to be effective with student
Y as well. Therefore, we can uncover the moves of effective tutoring by statistical ag-
gregation of code-and-count data over students and sessions but within tutor. However,
the richness of human dialogues once again intervenes. It is highly likely that each tutor
succeeds better with some students than with others; better rapport, more closely related
and matching linguistic habits or thoughts, and so forth. It is therefore reasonable to fo-
cus on tutoring sessions, not tutoring persons. The question then becomes, what hap-
pens in those sessions in which much learning happened, and what differentiates them



from those session in which it didn’t? This is clearly a different question than asking
what certain persons, expert tutors, tend to do that other persons do not do, or do less of.
The next methodological innovation, which develops a trend that is already present in
some recent tutoring studies [19], is to move away from ANOVAs and chi-squares to a
correlational approach. We anticipate to see a wide variety of learning outcomes across
sessions, and there may be wide variations in the frequencies of the four theory-based
tutoring categories outlined above. To answer the question which of these categories are
causally related to the learning outcomes, we will employ multiple regression, with the
amount of learning per session as the predicted variable and the frequencies of the tutor-
ing behaviors as the predictor variables. The beta weights, the partial regression coeffi-
cients, will provide information regarding the relative strength of the relations between
the relevant tutoring moves and the learning outcomes. This method still relies on the
frequency of each type of tutoring move as an important variable, but it does not assume
that the more effective tutoring moves are necessarily more frequent, in absolute num-
bers, than the less effective ones. The method reveals whether variation in the frequency
of one type of tutoring move is more strongly related to variation in learning outcomes
than another type of move, regardless of which type of move is more or less frequent. An
additional advantage of the correlational methodology is that it will tell us if we are on
the wrong track: One possible outcome is that none of the partial regression coefficients
are significant. This is a sign that the categories of tutoring moves are not the right ones,
and that the transcripts need to be re-coded with a different set of categories (i.e., that
the theory behind the category system is wrong and needs to be replaced by a different
learning theory). There is no counterpart to this in the code-and-count methodology: Any
set of codes will always generate some frequencies, and there will always be some code
that turns out to be more frequent than another. There is no built-in warning signal that
the category system is fundamentally flawed, but in the correlational approach, low and
non-significant correlations do provide such a warning.

4. An initial analysis of tutoring dialogues in Computer Science

Our current goal is to investigate computational models of tutoring dialogues in order to
build a dialogue interface to an ITS for basic data structures and algorithms. We have
thus engaged in an extensive collection of Computer Science tutoring dialogues. At the
moment, we have data from 82 subjects altogether, 28 control and 54 tutored. At the time
of writing, we have transcribed 80% of the dialogues and started to code those already
transcribed. Hence, we are not in a position to report a complete multiple regression
analysis. However, we include here some preliminary findings that show the need for this
kind of analysis. The subjects were recruited from CS introductory courses. They were
either (a) tutored by a very experienced tutor (CS professor with 30 years experience
in small liberal art schools), (b) tutored by a less experienced tutor (a CS senior with
just few hours of “helping friends” under his belt), or (c) not tutored (control condition).
They were given a 15 minute pretest immediately before the tutoring session, and the
same posttest immediately afterward. The test contains eight problems, divided into three
groups: problems 1 and 2 on linked lists, problems 3 and 4 on stacks, and problems 5-8
on binary search trees (BSTs). The students in the control condition took the same tests
but in a classroom setting; instead of being tutored, they read appropriate excerpts of



the textbook, at their own pace. The tutoring sessions lasted at most 40 minutes, with
some advanced students finishing a bit earlier. The pre- and posttests were graded by two
graders who were blind to condition. Each test problem was worth 5 points, for a total of
40 points. Grader differences of 2 points or more were resolved by discussion, smaller
grader differences by averaging over the two graders. The measure of learning gain was
the difference between the post- and pretest scores. Initial general findings on learning
within groups are that (these results are based on paired sample t-tests, where the two
variables of interest are the scores on the pre- and posttest):

• students learn significantly in all conditions. Specifically, both CS majors and non
CS majors learn significantly in each problem

• students in the control condition learn significantly on half of the problems, i.e.
problems 3, 4 (stacks), and 5, 6 (BSTs)

• students with the less experienced tutor learn significantly on 5 problems out of
8, i.e. problems 3, 4 (stacks), and 5, 6, 7 (BSTs)

• students with the more experienced tutor learn significantly on each problem

Further, comparing students across different conditions, we find that (all these results are
based on ANOVAs, followed by Bonferroni tests):

• both tutors are effective, i.e., subjects tutored by either tutor learn more than sub-
jects in the control condition

• even if subjects learn a bit more with the more experienced tutor, there is no
significant difference between the subjects tutored by one tutor or the other

• subjects who are not CS majors learn more than subjects who are CS majors
• there are differences for some selected problem regarding learning gain between

tutored and control subjects, and between CS and non-CS majors

To start with our proposed methodology, we ran three multiple regressions, one for
each subject matter (linked lists, stacks, binary search trees). Of concern are three po-
tential predictor variables that are of interest in understanding what happens during tu-
toring: the students prior knowledge (pretest score), the level of experience of the tutor
(less, more), and the time spent during tutoring on problems pertaining to each subject
matter topic (time on task). We used both the posttest score and the gain score as mea-
sures of learning. We report the posttest score analysis. (The gain score analysis gave the
same results.) We report the results of the multiple regression in Table 1. We found that
the experience of the tutor did not significantly affect the posttest scores. More specifi-
cally, for linked lists, higher pretest scores and increased time on task predicted higher
posttest scores: pretest score accounts for 31% of the variance, and time on task for 6%;
for stacks, higher pretest scores predicted higher posttest scores, accounting for 50% of
the variance; for trees, higher pretest scores predicted higher posttest scores, accounting
for 18% of the variance.

These preliminary results suggest the following. First, we notice that the experience
level of the tutor did not affect average learning gains, nor did tutor experience explain
a significant portion of the variance in the learning gains on any of the three subject
matter topics. This reinforces our contention that we should analyze tutoring dialogues
by focusing not on the participant (i.e., tutor, or type of tutor or student), but rather, on
the session as unit of analysis. Whereas the distinction between more and less expert
tutors, which we subscribed to in our previous work, is an appealing one, it does not



R2 β p
Linked lists Pretest 0.308 0.635 < 0.001

Tutor experience 0.001 0.033 ns
Time on task 0.063 0.294 0.009

Stacks Pretest 0.505 0.665 < 0.001

Tutor experience 0.002 0.041 ns
Time on task 0.006 -0.061 ns

BSTs Pretest 0.180 0.483 < 0.001

Tutor experience 0.078 -0.115 ns
Time on task 0.025 0.234 ns

Table 1. Results from multiple regression, by topic

take into account the other half of the equation, i.e., the student. This observation does
not exclude that a more experienced tutor is likely to have more successful sessions, and
hence, be more effective on the whole, than a less experienced tutor [5,9]. Second, the
strongest predictor of posttest score is the pretest score. Time on task comes in as second
best. These are not surprising, but common findings in educational research. The point
for present purposes is: The variation in the learning gains is due to many factors, each
factor being responsible, so to speak, for a portion of that variance. The more variance
is explained by one variable, the less is left to be explained by another. Any claim to
the effect that such and such a tutoring move is causally related to learning gains must
show that variations in the use of that tutoring move explains variance in learning gains,
over and above what is explained by other variables such as prior knowledge and time on
task. Unless the methodology for analyzing tutoring dialogues takes such variables into
account, the empirical support in favor of a hypothesized tutoring move is weakened.
Third, even after we take these variables into account, depending on topic there is still
between 80% and 50% of the variance in the posttest scores left to explain. The obvious
hypothesis is that this portion of the variance is indeed due to variations in how the tutor-
tutee interaction went in any one tutoring session. To assess this hypothesis, the analysis
needs to be repeated with the frequencies of the tutoring moves of interest as predictor
variables.

5. Conclusions

To analyze tutoring dialogues with the purpose of extracting a theory of tutoring that
can inform the design of ITSs is to ask which of the many and varied actions that tu-
tors take in the course of interacting with a student is causally related to the high learn-
ing gains that attract us to the tutoring scenario in the first place. Frequency does not
prove causal efficacy. We believe this is why code-and-count studies based on bottom-up
coding schemes have so far failed to resolve the issue of what makes tutoring effective.
We are developing an alternative methodology, and the purpose of this paper is to put
that methodology before the ITS research community for comment and criticism. The
methodology has the following parts: First, coding schemes should start from what is
known about learning. A tutoring move should be identified in terms of which type of
learning they support. Second, data analysis should use the individual tutoring session as
the unit of analysis, not the tutor. Third, the analyses of tutoring dialogues should include



data from all the variables that are known to affect educational outcomes, such as prior
knowledge, time on task, etc. Fourth, the variable of interest is not any property of the
tutors per se such as number of years of tutoring experience, but the learning outcomes.
Fifth, to prove that a tutoring move is effective is to prove that it accounts for variance
in learning gains over and above the variance explained by such base line variables. One
tool to accomplish this is multiple regression.
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